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The growing complexity of the big data 
observational space requires organizations 
to use innovative approaches in order to find 
non-obvious relationships. Context-based 
analytics provides the following key 
advantages:

� Creating data within the appropriate 
context delivers higher quality models.

� Higher quality models that are applied to 
contextually-correct data can lead to 
better mission decisions and better 
outcomes.

� Using real-time contextual analytics 
enables timely entity assessments, while 
the observations are still occurring.

� Using context analytics with big data 
allows organization to achieve greater 
success regardless of whether the 
objective is mitigating risk or 
recognizing opportunity.
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As the world becomes more instrumented, interconnected, and 
intelligent, the volume of information that is generated is growing 
at an exponential rate. The conversation surrounding this 
information explosion and about big data has centered on the 
size and management of this data. However, there is also an 
opportunity to improve critical business insight by taking 
advantage of the context that is created from big data.

Context, the cumulative history that is derived from data 
observations about entities (people, places, and things), is a 
critical component of analytic decision process. Without context, 
business conclusions might be flawed. By using context 
analytics with big data, organizations can derive trends, 
patterns, and relationships from unstructured data and related 
structured data. These insights can help an organization to 
make fact-based decisions to anticipate and shape 
business outcomes.

Without context, conclusions that 
are drawn from big data might 
be flawed

Organizations use analytics to learn about entities and then use 
the derived information to make mission-critical decisions. One 
important context analytics use case lies in the realm of social 
networking. The reach of social networking (for example, 
Facebook) and microblogging services (for example, Twitter) 
has extended to hundreds of millions of users. US-based Twitter 
generates more than 200 million text-based messages, or 
“tweets,” per day and, by itself, has attracted more than 170 
million active users. This venue and other similar services 
constitute an observational space by which trends and patterns 
in attitudes can be ascertained. As these venues become 
increasingly more valuable, the ability to perform pattern 
detection to make sense of the new data and to create insight in 
real time becomes critical.

There are several basic building blocks for insight. Entities are 
defined as people, places, things, locations, organizations, and 
events. Entities are an important focus of big data analytics. 
Context is defined as a better understanding of how entities 
relate. Cumulative context is the memory of how entities relate 
over time.

Unlocking big data’s potential for reasoning about entities 
requires us to think differently about analytics. Using cumulative 
context and its derived information is critical to the success of 
analytics. Organizations must learn how to apply context to big 
data, or the conclusions and mission-critical decisions that are 
made from the analysis might be in error.
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Combining a big data analytics environment with 
context analytics creates a novel analytic infrastructure 
that can enhance analytics decision-making within the 
big data space. This type of data varies in volume, 
velocity, variety (unstructured and structured), and 
veracity. This new environment can provide the 
following capabilities:

� Enable discovery and visualization analytics to take 
advantage of context and, thus, to increase the 
accuracy of models and patterns.

� Enhance the correctness of model and pattern 
assessment and discover data that is difficult to find.

� Realize the impact of new data on models, patterns, 
and situational assessment in real time.

� Make behavioral observations by discovering 
similar patterns of life.

The big data analytics 
environment

Big data analytics requires both a layered technology 
deck as well as multiple infrastructures. Different 
analytics perform different functions, and the data itself 
varies in volume, variety, and velocity (streams where 
data flows over constantly running “queries”).

Figure 1 illustrates two key enabling infrastructure 
technologies, IBM Apache Hadoop MapReduce and 
Streams. Within an IBM Hadoop environment, deep 
analytics can be performed on very large amounts of 
historical data and data at rest. IBM InfoSphere® 
Streams technology enables continuous analysis of 
massive volumes of streaming data with 
submillisecond response times. When these 
infrastructures are combined with traditional enterprise 
data marts, analytics can take advantage of the full 
range of data.

Figure 1   Key enabling infrastructure technologies

Understanding context 
analytics

Under the umbrella of big analytics, context analytics 
denotes the incremental context accumulators that can 
detect like and related entities across large, sparse, 
and disparate collections of data. The data collection 
includes both current and historical data. The 
completeness of the data context enables analytics to 
correctly assess entities of interest.

With each new data observation (for example, actions, 
behaviors, locations, activities, or attributes), there is 
the possibility of a new discovery. The discovery might 
be some additional knowledge about the entity, such as 
a new phone number for a person. Another type of 
discovery is that of a new relationship between one of 
more entities. This relationship can be a direct 
connection between two entities, or it might be a 
non-obvious relationship, for example, a relationship 
that is several connections distant. The net result of this 
new observation is a deeper understanding of the 
entities within the observation set.

Fundamentally, the following basic assertions can be 
made about each new observation:

� It can be connected with an existing entity.
� It can be placed near a like entity.
� It can be considered a new, unassociated entity.

In addition, the new observation can alter prior 
assumptions or assertions.
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Attributes help to uniquely define an entity. For 
example, attributes that are associated with an 
automobile might include the automobile maker, model 
name, model type, color, vehicle identification number 
(VIN), and owner’s name. Some attributes are 
permanently associated with an entity, such as the 
automobile’s VIN number, and other attributes might 
change over an entity’s lifetime, such as the 
automobile’s owner.

If two entities share sufficient attributes (for example, 
two people entities who share a mobile phone number, 
email address, and birth date), the possibility exists 
that these entities are the same person. Entity 
disambiguation is the process of using context 
analytics and taking advantage of the available 
attribute data that is associated with a two or more 
entities to determine whether the separate entities 
should be merged into a single entity. Merged entities 
can be effectively used within the decision evaluation 
process. For example, you can apply financial analytics 
to a resolved entity to assess the likelihood of an 
individual to pay back a loan.

Some data (attribute values, actions, or behaviors) are 
important in and of themselves. However, more often 
than not, the surrounding context can help you to 
understand the importance of the current observation. 
Every time that you use a credit card to make a 
purchase, context is used to determine whether the 
purchase is a “normal” purchase. Context includes both 
data about the current status of the entity and historical 
information, such as past actions, behaviors, locations 
visited or lived in, events attended, and so on. 
Abnormal purchases are sometimes refused by credit 
card vendors.

Many analytics approaches are impacted by the 
attribute data quality, data that has been subjected to 
errors of inadvertency (for example, a transposed 
month and day in a date of birth), errors in omission 
(accidental or intentional) or commission 
(disinformation), and natural variability in data (for 
example “Bob” versus “Robert”). These kinds of data 
errors can be helpful to context-based systems. For 
example, the natural variability in the data when the 
month and day in the date of birth are transposed is 
used within context accumulating systems. When the 
system tries to recognize like entities in the future, 
accuracy goes up because the system has learned 
from the natural variability of the past. In addition, 
recognizing that “Marek” is sometimes recorded as 
“Mark” is in fact helpful.

Context accumulation is the incremental process of 
relating new data to previous data. As part of this 
reconciliation process, the context analytics 
environment can discover different types of 
relationships that are relative to the entities. As an 
example, consider a traditional relationship where two 
different entities share an attribute, such as a home 
address. Context analytics must accumulate a person’s 
environment, activities, connections, and preferences 
to create a more accurate understanding of the data. 
Accurate big data analytics requires context about 
these entities.

Deep reflection: Analytics using data at 
rest

Deep reflection analytics uses historical data about 
entities to discover historical patterns, models, 
predictors, relationships, and trends. Depending on the 
size of the historical data, this type of analytics can be 
performed either in a traditional data warehouse or a 
Hadoop-based environment. The correctness of the 
deep analytics depends on the following factors:

� Richness of the data set

� Relevancy of the data

� Diversity and quality of the data

� Ability of the analytics to use the information that is 
generated by the context analytics

Deep analytics provides data ingestion, transformation, 
and exploration functional aspects of the decision 
making process. The data transformation function 
extracts structured data from the unstructured data, for 
example, extracting sentiment and topics from mobile 
phone texts. The exploration portion of the analytics 
typically focuses on the discovery of relationships 
between outcomes of interest and data variables and 
the values of these variables. An excellent software 
platform for the model discovery is IBM SPSS® 
Modeler. Modeler Premium is a high-performance 
predictive and text analytics workbench that can help 
you gain insight from data. It provides a broad set of 
analytic capabilities, including visualizing and exploring 
data, manipulating data, cleaning and transforming 
data, and deploying results.

The primary output of deep reflection analytics is the 
patterns or models that are discovered within the 
modeling process. You can use the discovered 
information, for example, the patterns or scoring 
models, to assess real-time data and to guide 
real-time, mission-critical decisions.
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Data transformation: Applying the 
results from context analytics

High-level analytics, such as discovery, scoring, and 
visualization, require a data set and data values that 
represent entity behaviors and activities. The 
discoveries that are made by contextual analytics about 
the different entities must be passed on to the data that 
is used by the high-level analytics models.

As an example, banking deposit data includes an 
individual’s banking deposit history, such as the deposit 
size, deposit components (cash and checks), deposit 
date and time stamp, and deposit location. Typically in 
a database, each banking deposit is a separate row. A 
predictive scoring model requires all of the banking 
information that is associated with a single entity. Thus, 
the transformation must use the knowledge that is 
gained by context analytics that is relative to the 
entities within the deposit database that are actually 
the same entity. It uses this knowledge to resolve the 
different individual deposit transactions that are 
associated with a single entity into a single conceptual 
data deposit transaction unit.

Information discovery and 
visualization environment

Analytics are used to discover actionable insights about 
entities. Different types of insights require different 
types of analytics or combinations of analytics within 
architectural stacks. You can then use these insights to 
optimize decisions. For example, a customer service 
agent can use insight to decide whether to give a 
customer a discount for a new contract. A system can 
automatically assess whether a potentially suspicious 
activity should be escalated for investigation. A logistics 
manager can decide whether a truck is safe to put on 
the road for the next delivery. Patterns, models, and 
relationships all benefit from knowledge that can be 
extracted from the cumulative context. The decision 
about whether a truck is safe to send out for a delivery 
is more effective when using both the knowledge of that 
truck’s past usage and repair history and the history of 
similar trucks and repair depots.

Contextually-derived information can provide value as 
demonstrated in the following types of analytics:

� Predictive analytics
� Visualization of relationships between entities

Predictive analytics using historical 
data

Predictive analytics can discover how historical data 
(variables and values) are related to outcomes of 
interest. The analytical discovery process uses 
techniques, such as data mining, text mining, social 
media analytics, as well as statistical analysis, 
regression analysis, cluster analysis, and correlation 
analysis, to learn from an organization’s aggregate 
data set. When the enterprise learns from its historical 
experience, it can take action to apply what it 
has learned.

The outputs of a predictive modeling process are 
models and patterns that contain insight to outcomes 
of interest. These models and patterns can be 
deployed against new incoming (real-time) data in a 
real-time analytics environment. Consider the 
instantiation of a predictive model that was created to 
guide a bank loan approval process. Banks traditionally 
use scoring models that are based upon historical data 
to determine what about a person (the entity) makes 
that person a good or bad credit risk relative to loan 
payback. Suppose that the scoring model data is the 
result of poorly merged data from several banks. In this 
case, the data about an individual’s wealth history 
appears in more than one place within the data set. 
The model score is inaccurate if the assessment uses 
only a portion of an individual’s wealth history.

Context analytics can determine that different data 
observations are associated with a single individual. 
That contextual knowledge can be exploited here by 
correctly merging all of the wealth data for an 
individual. The loan score for that individual is now 
correct. When contextual knowledge is used to 
transform historical data into a more accurate data 
model, the outcome of the predictive modeling process 
creates higher quality, more accurate 
predictive models.

Visualization of historical data

Visualization is used to perform ad hoc analysis on the 
different aspects of entities. One commonly used 
visualization technique is network visualization, where 
a network is defined as nodes (entities) and edges 
(relationships between entities). Context analytics can 
determine which nodes in the graph should be merged 
and can then pass this information to the network 
analytics software.
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For example, context analytics can determine that the 
three nodes that are shown in Figure 2, Margaret 
Adams, Peggy Jane Adams, and Maggie Adams are 
variants of the same identity. 

Figure 2   Data displays in more than one data set

Visualization correctness dictates that these three 
nodes should be merged into the single node, as 
shown in Figure 3.

Figure 3   Merging the data into a single node

The application of context analytics to visualization 
techniques, such as network visualization, is an 
improvement in node and edge accuracy. A further 
advantage of using context analytics is that the number 
of hops between two nodes is the same or reduced 
and, thus, graph complexity is either the same or 
reduced. Reducing the graph complexity through the 
coalescing of aliases also makes it more likely for an 
analyst to discover relationships that are being 
intentionally hidden. Analytics, including social network 
analytics that are built on top of the context-driven 
network, will also be more accurate. Finally, the usage 
of context analytics to create a better and more 
accurate presentation of network relationships means 
better mission-critical outcomes.

Real-time analytics

The real-time portion of the analytics environment, 
which is shown in Figure 4, must make sense of 
observations as they present themselves. The context 
analytics portion of the environment must constantly 
reassess the cumulative context and update as 
appropriate with every new observation.

Figure 4   Making sense of observations

This process must assess each new observation 
(action, behavior, address, phone number, and so 
forth) to determine the following items:

� Whether the observation data can be added to an 
existing entity

� Whether it can be placed near a like entity

� Whether it can be considered a new, unassociated 
entity
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This cumulative, cohesive picture of entities enables 
the analytics to use a combination of internal relevance 
detection models and situational assessment 
algorithms to make sense of and to evaluate different 
aspects of a targeted situation space. Within the social 
analytics space, for example, “tweets,” can be 
assessed for real-time discoveries, such as anomalies, 
trend changes, weak signals, new topics of discussion, 
and subtle changes in any aspect of the social 
infrastructure. In addition, real-time analytics (for 
example, pattern and scoring) must make these 
assessments fast enough to do something with the 
information while the observations are happening. As 
the real-time analytics find discoveries that matter, 
alerts are sent to users.

The context analytics engine supports both traditional 
relationship and pattern of life detection. Traditional 
relationship detection is the discovery that two different 
entities share an identification attribute, for example, a 
phone number or a home address.

Many behavioral observations have an associated 
temporal dimension, or time stamp, as well as a 
geospatial aspect. A second type of supported 
relationship detection exploits time and space 
observations through the discovery of shared rare 
events. This latter function enables the discovery of 
individuals with similar patterns of life. Examples of 
patterns of life include movements that are associated 
with daily life, such as daily visits to a local coffee shop 
or weekly visits to libraries or banks. Contextual 
analytics can discover rare events within a time and 
space logic to determine when different entities are 
“hanging out” together. Pattern of life is a significant 
tool with which to detect weak signals and subtle 
changes in the fabric of patterns and behaviors. The 
combination of identifying behaviors within time and 
space with persistent context creates a new 
opportunity for relationship detection.

Each time an entity is modified or created, it can be 
further evaluated in real time against the patterns, 
rules, and alerts that were developed in the deep 
analytics environment. The real-time analytics 
environment can discover whether newly defined 
entities now match models, if there are interesting 
changes of parameter values, new evidence for 
hypothesis confirmation, or surprising and relevant 
events and insights. The analytics environment can 
also determine whether the addition of this new data 
element changes the existing scores or the likelihood of 
accuracy for analytics models, trends, sentiments, 
behaviors, scenarios, and situations. Those changes or 
discoveries deemed relevant and interesting can then 
be pushed to appropriate users.

What’s next: How IBM can help

Context analytics is a critical capability when it comes 
to harnessing the big data space for both sense and 
respond and deep reflection activities. The combination 
of deep analytics and contextual data enhances the 
accuracy of the discovery and visualization modeling. 
The generated predictive models are of a higher 
accuracy. The network visualizations are cleaner and 
more correct.

The combination of real-time analytics and contextual 
data makes it easier to locate related observations. 
When viewed together, these observations provide 
useful information. As the definition of a new entity 
changes (and is persisted), analytics can determine 
whether the new entity has become interesting 
(matching a set of relevant rules, changing in overall 
relevance score, complementing user historical 
document usage, and so on).

Using context analytics achieves better outcomes. 
Higher quality models that are applied to 
context-enhanced transactions can produce better 
decisions.

IBM provides an extensive portfolio of contextual 
analytics software products. Although these products 
are effective in their own right, they can also be 
integrated into extremely effective analytics stacks. 
One of these products, IBM SPSS Modeler, offers a 
high-performance data mining and text analytics 
workbench that enables organizations to proactively 
discover patterns of interest, trends, and anomalies. 
SPSS Premium V15 incorporates a subset of the full 
contextual analytics capabilities in its modeling palate.

Resources for more information

For more information about the concepts that are 
highlighted in the paper, see the following resources:

� IBM InfoSphere Sensemaking

https://www-304.ibm.com/industries/publicsect
or/fileserve?contentid=235174

� Jeff Jonas, IBM Fellow and Chief Scientist of the 
IBM Entity Analytics Group, blogs on Sensemaking 
and Context Analytics

http://jeffjonas.typepad.com/jeff_jonas/

� Analytics in a Big Data Environment, REDP-4877

http://www.redbooks.ibm.com/abstracts/redp487
7.html?Open
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� IBM Big Data Analytics

http://www-01.ibm.com/software/data/infospher
e/bigdata-analytics.html

� Harness the Power of Big Data: The IBM Big Data 
Platform (An IBM eBook)

https://www14.software.ibm.com/webapp/iwm/web
/signup.do?source=sw-infomgt&S_PKG=ov8257&S_T
ACT=109HF53W&S_CMP=is_bdebook3

� Turning Big Data into Actionable Information with 
IBM InfoSphere Streams, TIPS0948

http://www.redbooks.ibm.com/abstracts/tips094
8.html?Open

� IBM SPSS Modeler

http://www.ibm.com/software/analytics/spss/pr
oducts/modeler/?
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